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Abstract

In a variety of problem domains, it has been observed that the aggregate opinions of groups are often more accurate than those of the constituent individuals, a phenomenon that has been dubbed the “wisdom of the crowd”. However, due to the varying contexts, sample sizes, methodologies, and scope of previous studies, it has been difficult to gauge the extent to which conclusions generalize. To investigate this question, we carried out a large online experiment to systematically evaluate crowd performance on 1,000 questions across 50 topical domains. We further tested the effect of different types of social influence on crowd performance. For example, in one condition, participants could see the cumulative crowd answer before providing their own. In total, we collected more than 500,000 responses from nearly 2,000 participants. We have three main results. First, averaged across all questions, we find that the crowd indeed performs better than the average individual in the crowd—but we also find substantial heterogeneity in performance across questions. Second, we find that crowd performance is generally more consistent than that of individuals; as a result, the crowd does considerably better than individuals when performance is computed on a full set of questions within a domain. Finally, we find that social influence can, in some instances, lead to herding, decreasing crowd performance. Our findings illustrate some of the subtleties of the wisdom-of-crowds phenomenon, and provide insights for the design of social recommendation platforms.

Introduction

Are crowds mad or wise? In his 1841 book, “Memoirs of extraordinary popular delusions and the madness of crowds,” Charles Mackay documents a series of remarkable tales of human folly, ranging from the hysteria of the South Sea Bubble that ruined many British investors in the 1720s, to Holland’s seventeenth-century “tulipomania”, when individuals went into debt collecting tulip bulbs until a sudden depreciation in the bulbs’ value rendered them worthless (Mackay 1841). Decades later, in yet another classic example, the statistician Francis Galton watched as eight hundred people competed to guess the weight of an ox at a county fair. He famously observed that the median of the guesses—1,207 pounds—was, remarkably, within 1% of the true weight (Galton 1907).

Over the past century, there have been dozens of studies that document this “wisdom of crowds” effect (Surowiecki 2005). Simple aggregation—as in the case of Galton’s ox competition—has been successfully applied to aid prediction, inference, and decision making in a diverse range of contexts. For example, crowd judgments have been used to successfully answer general knowledge questions (Surowiecki 2005), identify phishing websites and web spam (Moore and Clayton 2008; Liu et al. 2012), forecast current political and economic events (Budescu and Chen 2014; Griffiths and Tenenbaum 2006; Hill and Ready-Campbell 2011), predict sports outcomes (Herzog and Hertwig 2011; Goel et al. 2010), and predict climate-related, social, and technological events (Hueffer et al. 2013; Kaplan, Skogstad, and Girshick 1950). However, given the diversity of experimental designs, subject pools, and analytic methods employed, it has been difficult to know whether these documented examples are a representative collection of a much larger space of tasks that exhibit a wisdom-of-crowds phenomenon, or conversely, whether they are highly specific instances of an interesting, though ultimately limited occurrence.

Moreover, it is unclear whether these findings generalize to many real-world settings where individuals make decisions under the influence of others’ judgments. This question is especially relevant today, as peer influence is oftentimes explicitly built into online platforms. One might choose a restaurant, watch a movie, read a news story, or purchase a book because of the aggregated opinions of the “crowd.” Recommender systems may display top-rated products first by default, whose quality has been estimated as the most popular or highly voted. In recent years, researchers have debated whether social influence undermines or enhances the wisdom of crowds. On the one hand, some have conjectured that if participants receive information about the answers of others, that can help ground responses, leading to greater accuracy (Faria et al. 2010; King et al. 2012; Madirolas and de Polavieja 2015). But, on the other hand, there is also worry that such social influence could result in herding, which in turn could decrease collective performance (Lorenz et al. 2011; Muchnik, Aral, and Taylor 2013; Salganik, Dodds, and Watts 2006).
To systematically explore the wisdom-of-crowds phenomenon—including the effects of social influence—we carried out a large-scale, online experiment. In one of the most comprehensive studies of the wisdom-of-crowds effect to date, we collected a total of more than 500,000 responses to 1,000 questions across 50 topical areas. For each question, we computed the “crowd” answer by either taking the median response of participants (in the case of open-ended, numerical questions) or the most popular choice (in the case of categorical questions).

Averaged across our full set of questions, we found that the crowd answer was approximately in the 65th percentile of individual responses, ranked by accuracy. Our results thus lend support to the idea that the wisdom-of-crowds effect indeed holds on a corpus chosen to reflect a wide variety of topical areas. Further, we found that crowd performance was typically more consistent than the performance of individuals. That is, whereas the crowd performed at least modestly better than average on all of the questions, even the best individuals occasionally performed poorly. As a result, when we looked at performance at the level of topical domains, rather than individual questions, the crowd performed considerably better than individual respondents, with average performance in approximately the 85th percentile.

Finally, we examined the effect of social influence, randomly assigning participants to one of three different social conditions: (1) “consensus”, in which participants saw the cumulative crowd response before providing their own answer; (2) “most recent”, in which participants saw the three most recent answers; and (3) “most confident”, in which participants saw three answers from the most confident individuals, based on self-reported assessments. For the latter two conditions—“most recent” and “most confident”—we found that crowd performance was qualitatively similar to the non-social, control condition. However, for the “consensus” condition, the crowd performed worse than when respondents did not receive any social signals. Notably, this consensus condition mirrors the design of many online rating sites, in which users can see the aggregate rating of others before providing their own rating. While such a design has value (e.g., it facilitates use by those who simply want to see the information, rather than providing a review themselves), our results suggest that it can also hurt the quality of results.

**Related Work**

There is an extensive body of work documenting the wisdom-of-crowds phenomenon, including properties considered for it to be successful, as well as its limitations. While an exhaustive literature review is beyond the scope of this paper, we focus on those studies most closely related to ours.

Evidence of the phenomenon has been found in a wide range of domains: estimation tasks testing real-world knowledge regarding geographical facts and crime statistics (Lorenz et al. 2011), rank ordering problems (e.g., ranking U.S. presidents in chronological order) (Lee, Steyvers, and Miller 2014; Miller and Steyvers 2011), recollecting information from memory (Steyvers et al. 2009), and spatial reasoning tasks (Surowiecki 2005). But not all studies have been able to replicate this success. For example, Burnap et al. consider crowd evaluation of engineering design attributes and find that clusters of consistently wrong evaluators exist along with the cluster of experts. The authors conclude that both averaging evaluations and a crowd consensus model may not be adequate for engineering design tasks (Burnap et al. 2015).

This lack of consensus is also evident among the set of studies that consider prediction domains. In the context of predicting outcomes for competitive sporting tournaments, collective forecasts were found to consistently perform above chance and to be as accurate as predictions based on official rankings (Herzog and Hertwig 2011). In another study involving a competitive bidding task, Lee et al. considered eleven different methods to aggregate answers, and found that aggregation improves performance (Lee, Zhang, and Shi 2011). In contrast, in the betting context considered by Simmons et al., the authors found no evidence of a wisdom-of-crowds phenomenon. The authors attribute the failure to the fact that “most bettors have high intuitive confidence and are therefore quite reluctant to abandon it”. Similarly, crowd predictions made by thousands of people competing in a fantasy football league were found to predict favorites in over 90% of the games, even though favorites and underdogs were equally likely to win against the spread (Simmons et al. 2010). These studies suggest that crowd wisdom may not prevail in contexts in which emotional, intuitive responses conflict with more rational, deliberative responses (Tversky and Kahneman 2000; Simmons et al. 2010).

Several studies focus on the question of how to best extract collective wisdom. Numerous studies have shown that simple aggregation techniques (e.g., using the mean or median for open-ended questions, or the majority vote for categorical questions) often perform just as well as more complex methods, including confidence-weighted aggregation, Bayesian methods, and the Thurstonian latent variable model (Miller and Steyvers 2011; Griffiths and Tenenbaum 2006; Prelec, Seung, and McCoy 2017; Budescu and Chen 2014; Hemmer, Steyvers, and Miller 2010). Simple aggregation, however, has often been found to perform reasonably well, if not on par with more complex models (Steyvers et al. 2009), across a variety of domains.

**Effects of social influence**

There is also mixed evidence for a wisdom-of-crowds effect in the presence of social influence. A series of studies have found that social influence can improve crowd estimates. Given that the information provided is accurate, there is evidence to suggest that it may improve crowd performance. Jayles et al. (Jayles et al. 2017) performed experiments in which subjects were asked to estimate quantities about which they had very little prior knowledge, before and after having received social information. Virtual “experts” providing the correct answer for each question were inserted at random into the sequence of participants, and were found to help the group improve its collective accuracy.

A number of studies, however, have found that social influence may be beneficial even without this correctness
constraint. For example, Miller et al. (Miller and Steyvers 2011) found that iterative communication between subjects on rank ordering tasks led to better estimates in reconstructing the correct answer compared to that of independent subjects. In a competitive gaming context of fantasy soccer, Goldstein et al. found that many players would do better by simply imitating the strategy of a player who has done well in the past, suggesting that social influence would be beneficial (Goldstein, McAfee, and Suri 2014).

Another set of studies provide a more nuanced view, showing that the type of social influence matters. In a "guess the number of sweets" task, King et al. (King et al. 2012) find that individuals with access to the previous guess, mean guess, or a randomly chosen guess, tended to over-estimate the number of sweets, which undermined the crowd estimate. Providing the current best guess, however, prevented very large (inaccurate) guesses and resulted in convergence towards the true value and accurate crowd estimates. In a separate study, Koriat (Koriat 2015) considers a perceptual task and a general-information task, finding that group deliberation affected performance in the same direction, improving accuracy when individual accuracy was better than chance, but impairing it when individual accuracy was below chance. For consensually incorrect questions, group interaction impaired accuracy.

In contrast to this, are a number of studies that find evidence of social influence undermining the wisdom of crowd effect. For simple factual estimation tasks, Lorenz et al. find that subjects who could reconsider their response after having received average or full information of previous responses converged to worse answers (Lorenz et al. 2011). Knowledge about estimates of others was found to narrow the diversity of opinions, which undermined the wisdom of crowd effect by diminishing the diversity of the crowd without improvements of its collective error and shifting the position of the truth to peripheral regions of the range of estimates.

Muchnik et al. (Muchnik, Aral, and Taylor 2013) ran a large-scale randomized experiment on a Reddit-like website, finding that disclosing prior ratings created significant bias in individual rating behavior, leading to herding effects that were consequential to collective outcomes. In a cultural market setting, Salganik et. al. studied the effects of social influence on an online music platform where over 14,000 participants downloaded up to 48 previously unknown songs, either with or without knowledge of previous participants’ choices. The authors found that increasing the strength of social influence increased both inequality and unpredictability of success (Salganik, Dodds, and Watts 2006). Success was also only partly determined by quality: the best songs rarely did poorly, and the worst rarely did well, but any other result was possible.

**Experiment Design**

To systematically investigate the wisdom of crowds phenomenon, and particularly the effects of social influence on collective judgment, we conducted a large-scale online experiment in which participants could answer up to 1,000 questions drawn from 50 topical domains. Each domain included questions on a specific topic, and was comprised of either 20 open-ended questions with numerical answers, or 20 categorical questions with categorical answers. Domains spanned four different types of media (text, image, video and audio) and included tests of explicit knowledge (e.g., factual questions, popular culture, spatial reasoning), tacit knowledge (e.g., emotional intelligence, foreign language skills), and prediction ability (e.g., election outcomes, box office success of upcoming movies). The full list of domains is listed in Table 2. In addition to asking respondents to answer the substantive questions, we elicited self-reported confidence from participants (on a 5-point scale) for each question.

To examine the effect of social influence, participants were randomly assigned to one of four different conditions in which they saw varying degrees of information on the responses of others: “consensus”, “most recent”, “most confident”, and a control condition where respondents received no social information. The “most recent” condition displayed the previous three responses to the question. The “consensus” condition displayed the three most frequently selected responses in order from highest to lowest if the question was categorical, and the median answer up to that point if the question was open-ended. Finally, the “most
confident” condition displayed the previous three responses with the highest self-reported confidence. In all three social influence conditions, the first three participants to respond did not see any information about previous answers.

The experiment was run for three weeks on Amazon’s Mechanical Turk. Given the large number of domains, respondents had the option of completing questions across multiple sessions. They could temporarily pause participation and return to the platform at a later time to complete any remaining domains. Domains were presented to participants in random order. We ensured that respondents did not see the same domain twice and that their social condition assignment was consistent across sessions.

Respondents were paid a flat amount of $0.50 for each completed domain. To incentivize accuracy, respondents received an additional bonus payment based on their ranking relative to others who completed the task. The bonus payment ranged from 0 to $0.20, with an average payment of $0.10 per completed domain. We also incorporated several gamification aspects in order to encourage continued participation. In particular, respondents progressed through a series of avatars that they “unlocked” as they completed domains. A timer was also included for each question, which served both to discourage respondents from looking up information online and also to provide a timed objective to increase engagement. Figures 1 and 2 show screenshots of the online platform that was used to collect responses.

We asked respondents to answer questions on their own, without the aid of any outside materials. Although we do not have reason to believe that participants deviated from these instructions, we cannot be sure that it did not happen. If such behavior did occur, these individuals could be considered “experts” for our purposes. Because we benchmark crowd performance to the performance of the constituent members, we do not expect such behavior would qualitatively affect our results.

### Domain and question generation

A total of 50 domains were selected to cover a large variety of knowledge categories. Within each domain, the 20 questions were crowdsourced to a volunteer group of nearly 100 undergraduate students who were instructed to find an online corpus of questions for each domain and to then select 20 questions at random. For example, for the domain that asked participants to estimate the population of a country, the students compiled a list of all countries in the world, and selected a set of 20 at random. In effect, we thus used a crowd to help design and study the wisdom of crowds at scale. In 5 of the 50 domains, we asked participants to estimate the likelihood of a future event—like the election of a world leader or the winner of a sporting contest—on a scale from 0% to 100%. The “correct answer” for these domains was defined to be 100 if the event ultimately occurred, and 0 if it did not occur.

Before launching the experiment, the full corpus of questions and the selection strategy proposed by the undergraduate students was reviewed by the authors. Prior to running the full experiment, six small pilot tests were run on Mechanical Turk. The pilot tests helped us to ensure that the questions were clearly phrased, and of appropriate difficulty. In particular, we aimed to avoid questions that were too easy, in that nearly everyone got them correct, or too difficult, in that answers were wildly off, as there is little room to observe a wisdom-of-crowds effect in these extremes.

### Ethics

A university IRB reviewed and approved our research project. Prior to beginning the experiment, we provided participants with an information page that explained the purpose of the study and the payment scheme, and emphasized that all data collected were de-identified. Participants had the option to cease answering questions at any point during the study without providing any reason. Participation was restricted to English-speaking respondents in the United States.

### Results

We received approximately 516,000 responses from 1,707 respondents. On average, more than 100 individuals answered each of the 1,000 questions under each of the four experiment conditions (one control condition plus three social influence conditions). In total, 55% of participants were female, the median age was 37, and 74% of respondents reported having at least some college education (Table 1).

### Measuring crowd performance

We analyze crowd performance at two levels of aggregation: the question-level and the domain-level (i.e., across a group of 20 questions on a specific topic). At the question-level, we define the crowd answer for open-ended questions to be the median of all responses; and for categorical questions, the crowd answer is defined to be the most popular response. In both cases, we measure the relative accuracy of crowd answers in terms of its percentile rank among the individual responses for that question. For example, a percentile rank

| Table 1: Demographic characteristics of respondents, n=1,707. |
|---|---|
| **Female** | 59% |
| **Male** | 49% |
| **Decline to answer** | 1% |
| **Age (18 – 24)** | 12% |
| **Age (25 – 30)** | 26% |
| **Age (31 – 40)** | 31% |
| **Age (41 – 50)** | 16% |
| **Age (51 – 60)** | 10% |
| **Age (over 60)** | 4% |
| **Some High school** | 6% |
| **High school graduate** | 9% |
| **Some college** | 32% |
| **College graduate** | 38% |
| **Some postgraduate work** | 4% |
| **Post-graduate degree** | 10% |
of 70% means the crowd performed better than 70% of individuals who answered that question.\(^1\)

\(^1\)Specifically, we first rank order the individual responses and the crowd answer by their distance from the ground truth. In the case of open-ended questions, this distance is simply the absolute error of the response; and in the case of categorical questions, the distance is 0 if the response was correct and 1 otherwise. If there are ties—which occurs often for categorical questions—the rank of each tied entry is the average position for those ties in the list.

The vast majority of studies on the wisdom-of-crowds effect have focused on question-level analysis. However, in many real-world contexts, groups are called upon for repeated assessments in a focused domain. Some examples include corporate boards, hedge fund managers, and academic committees, which is the default behavior in R’s `rank` function. Finally, to convert from ranks to percentiles, we divide by \( n + 1 \), where \( n \) is the number of individual responses for that question, and we add 1 to account for the fact that the crowd answer is also in the ranked list.

<table>
<thead>
<tr>
<th>Category</th>
<th>Question prompt</th>
<th>Type of media</th>
<th>Question type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>What year was this building built in?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>In which year was this book published?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>In which year was the car manufactured?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>In what year was this painting created?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What is the population of [country name]?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>In what year did the [famous historical event] occur?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What language is this?</td>
<td>Audio</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Various logic puzzles.</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What is the species of this tree?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What is the name of this constellation?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Which country is the bill from?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Which country does this flag belong to?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Which country does this land border correspond to?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What is the name of this flower?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Which of the following is a synonym for [word]?</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>What is the breed of this dog?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>In which language is the text is written?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Which pair of words has the same relationship as ([X] : [Y])?</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Popular culture</td>
<td>In which year was this movie released?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Popular culture</td>
<td>How many times will the following message be re-tweeted?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Popular culture</td>
<td>How old is [celebrity name]?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Popular culture</td>
<td>What does [common saying] mean?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Popular culture</td>
<td>Which artist/band interpreted this song?</td>
<td>Audio</td>
<td>Categorical</td>
</tr>
<tr>
<td>Popular culture</td>
<td>In which of the following movies was this featured as a theme song?</td>
<td>Audio</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>How many calories does [food item] contain?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Tacit</td>
<td>What is the per-capita GDP of [name of country] in US dollars?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Tacit</td>
<td>Estimate the price in USD as listed on Amazon for the following product</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Tacit</td>
<td>What is the average energy consumption of a typical [name of common appliance] in Watts? As a benchmark, a typical light bulb uses 60 - 100 Watts.</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Tacit</td>
<td>What emotion is being expressed in this image?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>In which direction will the ball go?</td>
<td>Video</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>Which of these [category] and [products] had the highest sales revenue in the U.S. in 2016?</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>Will the following product be funded by Kickstarter?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>On what date in 2017 will [name of U.S./international holiday] fall?</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>What musical instrument is this?</td>
<td>Audio</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>Was this US election news story real?</td>
<td>Image</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>Various questions related to negotiation skills, business ethics, and interview skills</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Tacit</td>
<td>Various questions regarding civil rights in the U.S. relating to privacy and police encounters.</td>
<td>Text</td>
<td>Categorical</td>
</tr>
<tr>
<td>Spatial reasoning</td>
<td>What is the distance in miles between [name of state, city in the U.S.], and [name of state, city in the U.S.]?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Spatial reasoning</td>
<td>How many [country name] fit into the continental U.S.?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Spatial reasoning</td>
<td>What is the weight of this object (in pounds)?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Spatial reasoning</td>
<td>Under which cup is the ball located at the end of the trick?</td>
<td>Video</td>
<td>Categorical</td>
</tr>
<tr>
<td>Prediction</td>
<td>What is the likelihood that [political event of national / international interest] will occur before [date in 2017]?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Prediction</td>
<td>What do you think the rating for this movie will be on Rotten Tomatoes?</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Prediction</td>
<td>What is the likelihood that [movie name nominated for academy award] will win the Academy Award for [Academy award category]? Please enter a number between 0 and 100, where 0 means there’s no way it will win, and 100 means it will definitely win.</td>
<td>Image</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Prediction</td>
<td>What is the likelihood that [technology / business event of national / international interest] will occur before [date in 2017]?</td>
<td>Text</td>
<td>Open-ended</td>
</tr>
<tr>
<td>Prediction</td>
<td>Which round will the [name of U.S. basketball team] make it to in the 2017 NCAA Tournament?</td>
<td>Text</td>
<td>Categorical</td>
</tr>
</tbody>
</table>
Open-ended reviews committees. To compute domain-level crowd performance, we first create an aggregate domain-level score for each respondent—where we treat the “crowd” as a respondent as well. For categorical questions, a respondent’s domain-level score is simply the number of questions answered correctly. For open-ended questions, a respondent’s domain-level score is the average question-level rank. Then, as before, we define the relative performance of the crowd as its percentile rank among the domain-level scores for all respondents who completed that domain.

For our three social influence conditions, we likewise compute question-level and domain-level crowd performance. In this case, to make apples-to-apples comparisons, we always compute crowd performance relative to responses in the control condition. That is, we compute the crowd answer based on the responses in the social condition, but we compute relative performance by benchmarking to the respondents in the control condition.

**Question-level crowd performance**

We start by considering question-level performance. We find that the average question-level crowd percentile rank for open-ended and categorical questions is 66 (s.e. 0.8) and 60 (s.e. 0.6), respectively. Thus, on a large and diverse corpus of questions, we find evidence that the crowd, on average, indeed outperforms the typical member of the constituent group. There is, however, significant variation in crowd performance across questions, as shown in Figure 3. Whereas on some questions, the crowd achieves only a modest improvement over individual respondents, on others the crowd response achieves almost perfect performance, ranking above the 95th percentile. On some questions, particularly among the categorical questions—the crowd even ranks below 50%, apparently worse than the average member of the group. We note though, that this is in large part a statistical artifact of how ties are broken when computing crowd performance (cf. Footnote 1). On an absolute scale, the crowd obtained the correct answer on 72% of all categorical questions.

These results have two, somewhat different interpretations. On the one hand, our data support the conventional wisdom that crowds often perform better than the average member of the crowd. But, on the other hand, the amount of heterogeneity we see indicates that the wisdom-of-crowd effect is highly context dependent. This variation suggests that there is considerable nuance in when a wisdom-of-crowds effects holds, and helps to explain why past studies have not consistently found crowds to outperform individuals.

**Domain-level crowd performance**

We next consider domain-level performance, finding that the mean domain-level crowd percentile rank is 86 (s.e. 2.9) for open-ended domains and 87 (s.e. 2.2) for categorical domains. In particular, domain-level performance is considerably better than question-level performance—by more than 20 percentage points, on average. Further, as shown in Figure 4, domain-level performance is quite good in nearly all of the domains we consider. In Figure 5a, we directly compare question-level and domain-level performance for every domain. Specifically, for every domain, we compare the average question-level performance of the crowd (on the horizontal axis) to the domain-level performance (on the vertical axis). For every domain, there is a sizable improvement when moving from individual questions to a domain-level aggregate. Thus, at the level of domains, we find that there is a large and consistent wisdom-of-crowds effect.

To better understand what drives this jump in performance for domains compared to individual questions, we placed domains on a spectrum that reflects differentiation in expertise. For our purposes, we quantified such differentiation by first computing the consistency of each individual respondent across questions in that domain. For example, if the typical respondent achieved similar performance across the full set of questions in a domain—meaning that some respondents consistently did well and others consistently did poorly—we considered that a “high differentiation” domain. One such domain was estimating the population of various countries, where, apparently, some respondents could do this task quite well and others could not. Conversely, if the typical respondent exhibited high variability in performance across questions, we considered that a “low differentiation” domain. As an example, we found little differentiation in performance when estimating the retail price of an item. At least in our pool of respondents, participants did not easily
Domain-level crowd performance
Improvement in crowd percentile rank

Figure 5: (a) Domain crowd ranks are greater than or equal to the average question-level crowd rank for constituent questions for every domain. (b) The improvement in crowd percentile rank is positively correlated to the amount of variability (standard deviation) in subject performance. (c) Distribution of ranks for a high performing respondent, a low performing respondent, and the crowd, for two sample domains. Both domains had an average question percentile rank of 62, but the crowd domain-rank improved by 32 percentage points in the low-differentiation domain (estimating retail prices), and only 13 percentage points in the high-differentiation domain (estimating country population).

The effect of social influence on crowd performance
We conclude our analysis by investigating the wisdom-of-crowd effect in the presence of social influence. To recap, we tested three social conditions: (1) “consensus”, in which participants saw the median answer (in the case of open-ended questions) or most popular answer (in the case of categorical questions) thus far submitted by respondents—and the total number of submitted responses—before submitting their own; (2) “most recent”, in which participants saw the three most recently submitted responses; and (3) “most confident”, in which participants saw three answers from past respondents who self-identified as confident in their response. Participants were randomly assigned to either the control condition (in which there was no social influence) or one of these three social conditions.

Our results are summarized in Table 3, which displays the mean rank across all questions and domains by question-type, and in Figure 6, which shows the mean difference in performance between each social condition and control, averaged across all questions and domains. Notably, the “consensus” condition exhibits worse performance than control, both for question-level and domain-level measures of performance, and for both open-ended and categorical questions. (In the case of open-ended questions evaluated at the domain level, the point estimate indicates that “consensus” is worse than “control”, but the result is not statistically significant; in the other three combinations, the gap is statistically significant.) For the other two social conditions—“most recent” and “most confident”—we do not find statistically significant differences from the control condition. In the case of “most confident”, we note that our results are in line with previous work that finds that methods which incorporate self-reported confidence do not lead to improvement in group estimation (Madirolas and de Polavieja 2015).

Why does seeing the “consensus” answer degrade performance? Our data suggest that it is because respondents heavily anchor to the “consensus” response, prompting vicious cycles in which initially inaccurate responses can pull down the entire crowd. To see this, we partition questions into those that had “accurate” starts and those that had “in-

Table 3: Mean crowd percentile rank for open-ended and categorical domains (20 and 30 domains, respectively).
In one of the largest experiments to date on the wisdom-of-crowds, as an initial “madness” situation across questions—even across questions within a single domain—indicating that the wisdom-of-crowds effect is sensitive to the exact context. However, when we aggregate to the level of domains, the crowd quite consistently outperforms individuals, often by a large margin. This difference between question-level and domain-level performance appears to stem from the fact that even “expert” respondents do not always perform well. The consistency of the crowd leads to cumulative advantages when performance is measured on an extended battery of questions. Finally, we examined the effect of social influence on crowd performance. Showing social cues related to recent or confident answers does not appear to qualitatively affect our results. But showing respondents the crowd’s current consensus can trigger cascades, in which initial inaccuracies persist, degrading overall performance.

At least since Galton’s *vox populi* over a century ago, there has been enduring interest and investigation into the power of collective judgments. To this expansive literature—which has applied a wide variety of analytic methods to study a diverse set of domains and populations—we have attempted to bring a degree of consistency, testing performance on a large corpus of questions in a uniform manner and on a fixed population. Our approach has, we believe, helped us shed new insights on an old phenomenon, though it also leaves many questions unanswered. Among those are the generality of our findings, to different populations, to different questions, and to different methods of aggregation. We hope, though, that our work provides firmer footing for future researchers to continue investigating the wisdom of crowds.

Acknowledgments

We thank Rajan Vaish for helpful discussion and comments as well as for helping us lead the group of undergraduate researchers who contributed to the question corpus. The undergraduate researchers were recruited as part of the Crowd Research Initiative (Vaish et al. 2017), and we are grateful to Imanol Arrieta Ibarra and Michael Bernstein for helping us lead the group. Finally, we thank the undergraduate students that helped us compile the corpus of questions: Ramesh Arvind, Arvind Srikantan, and the undergraduate students that helped us compile the corpus of questions: Ramesh Arvind, Arvind Srikantan,

Conclusion

In one of the largest experiments to date on the wisdom-of-crowds effect—invoking 1,000 questions, nearly 2,000 participants, and over 500,000 responses—our results paint a nuanced picture of the phenomenon. When analyzing performance at the level of individual questions, as is standard in the literature, we find the crowd, on average, outperforms its constituent members. But there is also substantial variation across questions—even across questions within a single domain—indicating that the wisdom-of-crowds effect is
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