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Abstract

Algorithmic lending has transformed the consumer credit landscape, with complex

machine learning models now commonly used to make or assist underwriting decisions.

To comply with fair lending laws, these algorithms typically exclude legally protected

characteristics, such as race and gender. Yet algorithmic underwriting can still inad-

vertently favor certain groups, prompting new questions about how to audit lending

algorithms for potentially discriminatory behavior. Building on prior theoretical work,

we introduce a profit-based measure of lending discrimination in loan pricing. Applying

our approach to approximately 80,000 personal loans from a major U.S. fintech platform,

we find that loans made to men and Black borrowers yielded lower profits than loans

to other groups, indicating that men and Black applicants benefited from relatively

favorable lending decisions. We trace these disparities to miscalibration in the plat-

form’s underwriting model, which underestimates credit risk for Black borrowers and

overestimates risk for women. We show that one could correct this miscalibration—

and the corresponding lending disparities—by explicitly including race and gender in

underwriting models, illustrating a tension between competing notions of fairness.

1 Introduction

Fifty years ago, when the Fair Housing Act (FHA) (41) and the Equal Credit Opportunity

Act (ECOA) (42) established the foundation for fair lending regulation, the lending land-

scape looked very different from today. At that time, borrowers typically applied for loans

in person at a bank, where approval and pricing decisions were made at the discretion of
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individual loan officers. Early fair lending regulation focused primarily on curbing discrim-

ination arising from this individual discretion, particularly when influenced by implicit or

explicit biases against racial minorities and women.

Over the last twenty years, however, the lending landscape has been transformed by the

rise of algorithmic lending—and “fintech lending” in particular. Under the fintech model

of lending, borrowers apply for loans online, and underwriting is handled by sophisticated

machine learning models rather than individual lending officers. The rapid growth of fintech

lending has been accelerated by promises of reduced subjectivity in lending decisions from

eliminating human inputs, as well as cost-effective gains in accurately predicting creditwor-

thiness by using highly complex underwriting models (17; 18). However, this shift from

human to algorithmic decision making has increased concerns about algorithmic bias in the

models used to make lending decisions (2; 6; 22; 28; 29).

These concerns about algorithmic bias have prompted scholars to revisit questions about

how best to detect and regulate discrimination in the fintech era (5; 13; 25; 31; 32), building

upon a large body of empirical research on detecting lending discrimination more generally

(10; 11; 19; 24; 34; 35). In the most common regulatory approach, auditors consider “adverse

impact ratios” (AIRs): the ratio of the decision rate (e.g., loan approval or interest rate) for

members of a protected group relative to a reference group, such as men or non-Hispanic

White borrowers. However, relatively low approval rates or high interest rates may simply

reflect differences in creditworthiness between groups, rather than discrimination, limiting

the probative value of adverse impact ratios.

Recognizing this limitation of AIRs, researchers have sought to estimate differences in ap-

proval rates and interest rates across groups after adjusting for observable risk factors in a

regression model (7; 10; 11). This approach, however, likewise suffers from significant limi-

tations, both practical and conceptual. In practice, researchers and regulators rarely have

access to the full set of relevant information used by lenders to make approval or pricing de-

cisions. Failing to adjust for this complete set of information can produce misleading results

and may over- or understate discrimination (3). This potential for omitted-variable bias is

even greater with algorithmic lending, where underwriting models often rely on thousands

of proprietary covariates. Further, this regression-based approach can at best detect the

direct effects of protected attributes on decisions, limiting its utility for auditing facially

neutral lending models that do not explicitly condition decisions on race or gender (30).

In this case, auditors that adjust for the full set of risk variables would (correctly) find no

marginal effect of race or gender on decisions. Yet even with facially neutral algorithms,

lenders may inadvertently discriminate against certain groups. For example, systematic er-
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rors in estimating risk may lead lenders to favor or disfavor members of certain groups—an

algorithmic variant of redlining (16).

Here we address these limitations by developing a simple and easily implementable outcome-

based measure for discrimination in loan pricing, as defined under U.S. fair lending law. As

a matter of U.S. federal law, fair-lending obligations prohibiting discriminatory practices

arise principally under the Fair Housing Act (FHA) and the Equal Credit Opportunity Act

(ECOA). U.S. courts have determined these statues prohibit two distinct types of discrimi-

natory conduct (40). For one, they render illegal “disparate treatment,” which encompasses

lending decisions that are intentionally based on a protected characteristic, such as race or

gender. Additionally, these laws go further and also prohibit certain facially neutral lending

practices that create disparities in ways that correlate with protected characteristics. This

latter form of discrimination is referred to as “disparate impact,” and it is the focus of our

analysis. To state a disparate-impact claim, a plaintiff must first identify a specific policy

or practice that produces a statistically significant disparity between protected and unpro-

tected groups. This showing shifts the burden to the defendant-lender to demonstrate that

the challenged practice is necessary to achieve a legitimate and nondiscriminatory objective.

Importantly, the only type of business objective that courts have recognized as sufficient to

justify disparities in lending outcomes is creditworthiness.1 Justifications stemming from

“market forces”—such as differences in the existence of credit deserts or other circumstances

affecting a borrower’s willingness to pay—have explicitly been deemed illegitimate reasons

incapable of justifying a difference in loan pricing.2 Consistent with this legal framework,

we define discriminatory loan pricing as pricing disparities that correlate with protected

characteristics and that cannot be explained by differences in creditworthiness.

Our method for detecting discriminatory lending relies on straightforward intuition, first

articulated by (8; 9): If a lender prices loans accurately, then—after setting interest rates

to reflect risk—we would expect loans to be similarly profitable across groups. Indeed, in

a competitive marketplace comprised of risk-neutral lenders, we would expect loans to be

priced to achieve the same expected return for every individual borrower. Consequently,

1See A.B. & S. Auto Service, Inc. v. South Shore Bank of Chicago, 962 F.Supp. 1056 (N.D. Ill. 1997)

(“[In a disparate impact claim under the ECOA], once the plaintiff has made the prima facie case, the

defendant-lender must demonstrate that any policy, procedure, or practice has a manifest relationship to

the creditworthiness of the applicant. . . ”); Lewis v. ACB Business Services, Inc., 135 F.3d 389, 406

(6th Cir. 1998) (“The [ECOA] was only intended to prohibit credit determinations based on ‘characteristics

unrelated to creditworthiness.”).
2See Miller v. Countrywide Bank, NA, 571 F.Supp.2d 251, 258 (D. Mass 2008) (rejecting argument that

discrimination in loan terms among African American and White borrowers was justified as the result of

competitive “market forces,” noting that prior courts had rejected the “market forces” argument insofar that

it would allow the pricing of consumer loans to be “based on subjective criteria beyond creditworthiness.”
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if loans made to a particular group are systematically more profitable, this suggests that

the lender priced those borrowers too aggressively relative to their true risk, consistent

with discrimination. To compare profitability, we rely on the annualized internal rate of

return (IRR), a common measure of profit in lending that directly connects loan pricing

with repayment outcomes. A key advantage of this approach is that it only requires access

to repayment data—and, in particular, does not require knowledge of either the inputs or

outputs of a lender’s internal risk models. In practice, lenders are not perfectly risk neutral,

and may expect a premium to lend to riskier borrowers. We return to this point below and

extend our analysis to account for this possibility.

We apply our approach to data drawn from a large online financial technology platform,

estimating the annualized IRR across racial and ethnic and gender groups. We find that

loans made to Black borrowers are less profitable than those to other racial subgroups;

and that loans made to men are less profitable than those made to women. These results

suggest the lender’s decision algorithm systematically benefits Black borrowers and men.

We confirm this apparent benefit by tracing these disparities back to miscalibration in the

lender’s underwriting model, which underestimates the borrowing risk of Black borrowers

and overestimates the risk of women. One can correct this miscalibration by explicitly

including race and gender in risk models, but doing so would violate fair lending laws,

illustrating a tension between competing notions of fairness.

2 Lending Data

We use data from a large online financial technology platform that facilitates lending to

individuals for a variety of purposes. The platform employs a proprietary underwriting

model that utilizes both traditional and non-traditional information to assess lending risk

and originate loans. Both the loan approval and pricing decisions are fully automated, with

no human intervention.

The platform provided two distinct, non-overlapping sets of data. The first dataset consists

of 79,251 funded 3-year loans from 2019 (i.e., loans that were approved and originated). The

second dataset consists of 125,345 3-year loan applications from 2021 to 2023 (i.e., a mix of

both approved and denied loan applications, as well as loans approved by the lender, but

not accepted by the applicant). For each individual in the data, we observe the application

date, as well as the approval status and terms (amount and APR) of each loan for which the

applicant was considered. We additionally observe the full set of proprietary risk variables

used by the lender to estimate default risk at the time of application. For the set of funded
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loans only, we observe the target returns (i.e., profit targets) set by the lender for each loan,

and the borrower’s monthly loan repayments.

Lenders are legally prohibited from collecting information on applicants’ protected charac-

teristics and so, in line with regulatory practices (14), applicant’s demographics are inferred

from their names. Specifically, the platform used the Bayesian Improved Surname Geocod-

ing (BISG) proxy methodology (20; 21) to estimate the probability that each individual

was White, Black, Hispanic, Asian, or “other.” Gender estimates were similarly derived

from applicants’ first names. In our main analysis, we use the inferred BISG and gender

probabilities as individual-level weights when taking population and group averages. In

the Appendix, we describe robustness checks that reproduce our main results after instead

labeling individuals with their single, most likely race and gender category, in line with re-

cent recommendations in the fair lending literature (43). The results from this alternative

analysis qualitatively mirror those from our primary approach.

3 Estimates of Profit by Race and Gender

To operationalize our test of discrimination, we compute the realized profit of the aggregate

loan portfolio of each race and gender subgroup. Specifically, for each subgroup, we first

combine the individual loan repayment histories (using the BISG race and gender probability

estimates as weights) into an aggregate cash flow vector that indicates the net amount the

lender received from borrowers in each group in each month. Vector entries may be either

positive or negative—with negative entries indicating net loan dispersal that period.

To measure profits by race and gender, we compute the annualized internal rate of return

(IRR) of each aggregate cash flow, a metric commonly used by lenders to characterize loan

profitability. The annualized IRR is the annualized rate that makes the net present value

of all loan repayments equal to the loan principal disbursed in the first period. IRR is

scale-invariant (i.e., its magnitude does not depend on the size of the loan or portfolio of

loans) and it incorporates the time value of money. IRR can range from –100% (total

loss) through 0% (break-even) to arbitrarily large positive values (the faster or larger the

repayments relative to the principal, the higher the IRR).

We apply our test to the set of 79,251 3-year loans that were approved and originated in

2019. In Figure 1, we plot the resulting estimates of profit by subgroup. We find that loans

made to White, Hispanic, and Asian borrowers earn similar returns (between 8.3% and

8.8%), whereas loans made to Black borrowers earn noticeably less (7.7%). Likewise, the
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Figure 1: Results of computing the annualized IRR of cashflows aggregated across race and gender

groups. Relative to other groups, the lender earns less profit on loans made to Black borrowers

and men, suggesting these groups benefit from relatively favorable loan terms. We show the 68%

confidence interval (thick bar) and the 95% confidence interval (thin bar) of the IRR estimates.

profits of loans made to men (8.3%) fall below those of women (9.1%). These results thus

suggest the platform’s algorithmic pipeline ultimately benefits Black borrowers and men,

offering them relatively favorable loan terms.

We also operationalized our test a second way, by instead computing the IRR of individual

loan cashflows and then taking a weighted average of individual IRRs using the race and

gender probabilities as weights. Under this second approach, we estimate group profits by

taking a weighted average of the IRR of individual loan cashflows within groups. Individual

cash flows may have a mathematically undefined IRR if the cash flow reflects an immediate

default (i.e., no payments are observed after the loan is disbursed) or an immediate prepay-

ment (i.e., the loan is prepaid in the same period it is disbursed). In the case of immediate

defaults, we set the IRR to be -100% to reflect a total loss. To address issues stemming

from immediate prepayments, we constructed all loan cash flows so that the first observed

payment occurs in the period immediately following loan disbursement. This way, a loan

cannot be prepaid in the same period in which it was disbursed, and the resulting cash

flow yields a well-defined IRR. The results of this approach for computing group profits are

discussed further in Section 6, but are qualitatively similar to those shown in Figure 1.

Rather than examining differences in profit to identify discriminatory lending, one might

instead consider differences in default rates. In particular, mirroring the logic of our profit-
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based test, one might reason that a group of borrowers with relatively high observed default

rates benefited from a less stringent lending standard, being granted loans even though

they were relatively high risk. That approach, however, suffers from the problem of infra-

marginality (3; 23; 38). To see this, suppose that a lender perfectly estimates default risk

for all applicants based on the available application data, and that loans are subsequently

granted to all applicants with risk below a certain threshold, say 10%. In that scenario,

lenders would be behaving efficiently—and would not be violating fair lending laws—yet,

in general, we would expect group-specific default rates to differ. Indeed, the group-specific

default rate is the conditional average of default risk for all members below the lending

threshold. If risk distributions differ across groups, we would accordingly expect default

rates among loan recipients to likewise differ, even in the absence of discrimination. Our

profit-based measure, however, mitigates this concern. Assuming risk neutrality and a com-

petitive marketplace, we would expect lenders to price loans to achieve identical expected

returns from every applicant. If a lender’s risk estimates are accurate, the average realized

returns across subgroups would accordingly be similar, even if risk profiles differ across

groups, sidestepping the problem of inframarginality (3).

4 Accounting for Risk Aversion

Our argument in favor of a profit-based test of discrimination rests critically on the assump-

tion of risk neutrality. Potential risk aversion complicates the logic, since we expect a risk

averse lender to demand a premium from higher risk borrowers. As a result, differences in

risk across groups could lead to differences in IRR, even in the absence of discrimination—a

manifestation of the problem of inframarginality.

Indeed, the lender we consider explicitly prices loans to achieve a target return that increases

as a function of risk. Fig. 2 displays a sample target return curve provided to us by the

lender, which operationalizes risk in terms of the “cumulative loss rate”: the proportion of

the principal that is expected to go uncollected from a prospective borrower. Formally, the

cumulative loss rate is:
1

P0

∑
t

f(t) · (Pt −Rt),

where P0 is the original principal; for each period t, f(t) is the probability of default in

that period; Pt is the remaining principal; and Rt is the expected recovery conditional on

default. The cumulative loss rate thus captures the likelihood and timing of defaults, as

well as expected recovery amounts in the case of such events.
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Figure 2: An example target return curve used by the lender to price loans. The cumulative loss

rate is the proportion of the principle that the lender expects to lose. The curve indicates a preference

for relatively higher returns for riskier loans, consistent with risk aversion.

In our analysis above, we observed that Black and male borrowers were less profitable.

This pattern would be consistent with non-discrimination if it were also the case that these

groups were lower risk than their non-Black and female counterparts—and thus the lender

intentionally sought lower returns from them. We empirically investigate this possibility

in two ways. First, we consider the lender’s stated target return for each borrower. We

display the average target returns across groups in the left panel of Figure 3, and find

that Black and male borrowers are among the groups for which average target returns

are highest—not lowest. Second, in the right panel of Figure 3, we compute the observed

proportion of principal lost by group, similarly finding that Black and male borrowers are

among the highest risk groups. (We assume for simplicity that Rt = 0, meaning that no

additional principal was recovered after default.) It therefore appears that risk aversion

does not explain the profit gaps we observe. If anything, we would expect, in the absence of

discrimination, that Black and male borrowers would be slightly more, not less, profitable.3

3In practice, target returns may not be readily available to regulators to conduct the type of analysis we

carryout above; and, even if they were available, regulators may not wish to rely on such lender attestations.

While cumulative loss can be approximated by loan repayment data, regulators might instead consider using

observed default rates as a simple, more easily interpreted measure of risk. Figure A5 in the Appendix shows

that Black borrowers and men have higher default rates than other groups, in line with the cumulative loss

comparisons. Moreover, Figure A6 shows that default rates and target returns are empirically strongly

correlated, further illustrating the value of considering default rates when accounting for risk aversion.

Regulators might also examine differences in the volatility of IRR across groups as an additional indicator

of group-level risk, as shown in Figure A7 in the Appendix.
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Figure 3: Average target returns and the average fraction of principal lost across race and gender

groups. (Left) The lender has higher target returns for Black, Hispanic, and men borrowers than

other groups. Target returns are set by the lender as a function of the estimated cumulative loss

rate for each loan, as shown in Figure 2. Differences in group average target returns therefore

correspond to differences in the average estimated cumulative loss rates across groups. We show the

68% confidence interval (thick bar) and the 95% confidence interval (thin bar) of the estimates of

average target returns within each group. (Right) The lender loses greater fractions of loan principals

to Black borrowers and men. The thick line shows the 95% confidence interval of our estimates.



10

5 Miscalibrated Risk Estimates

What then drives the differences in profitability across borrowers? One possibility is that

the lender systematically underestimates the risk of Black and male borrowers, leading to

more favorable interest rates relative to their true riskiness. To investigate this possibility,

we would ideally assess the calibration of the lender’s internal risk score, i.e., comparing

predicted and realized default rates. However, this risk score is proprietary and was withheld

by the lender. Instead, we evaluate the calibration of our own (race- and gender-blind) risk

model trained with the same set of proprietary features used by the lender’s internal model.

Using the approximately 80,000 funded loans from 2019, we trained two risk models using

XGBoost with 5-fold cross-validation to obtain out-of-sample predictions. Our first model—

the “blind” model—serves as a proxy for the lender’s internal underwriting model because

it is race- and gender-blind, meaning that it does not use information on race and ethnicity

or gender to make risk predictions. Our second model, however—the “aware” model—is

race- and gender-aware and uses the BISG probabilities to estimate risk.

A calibrated underwriting model should have estimated default rates that align with ob-

served default rates. As shown in Figure 4, our blind model is well-calibrated for White,

Asian, and Hispanic borrowers, but is noticeably miscalibrated for Black borrowers, sig-

nificantly underestimating Black borrowers’ risk of default. Disaggregated by gender, we

find that the model is in fact well-calibrated for men, but slightly miscalibrated for women,

overestimating women’s default risk.

By approximately reconstructing the lender’s risk model, our findings suggest that miscali-

bration at least in part explains the observed differences in profitability across groups. But

our analysis is inherently limited since we do not have access to the actual, proprietary risk

model the lender employs. To address this limitation, we note that we would expect APR to

increase approximately monotonically in the lender’s internally estimated risk score. Lever-

aging this observation, we examine group-specific default rates as a function of APR in

Figure 5. In the absence of any miscalibration, we would expect to see similar default rates

across groups given a fixed APR. However, we instead find that, for any given APR, Black

borrowers default at higher rates than White borrowers, and women borrowers default at

lower rates than men. This result suggests that the miscalibration we observe in our own

blind risk model likewise occurs in the lender’s own internal model. This general strategy

of assessing model miscalibration is one that regulators could also follow, since loan-level

APR and default are typically readily available.
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Figure 4: The calibration of reconstructed race- and gender-blind risk scores, where the line

y = x denotes the line of perfect calibration, shown by a dashed gray line. (Left and Middle) When

disaggregated across racial and ethnic groups, blind risk scores are miscalibrated for Black borrowers

and tend to underestimate their likelihood of default. (Right) Blind risk scores are calibrated for men,

but tend to slightly overestimate the risk of women. These results collectively suggest that inaccuracies

in the lender’s (blind) risk score lead to relative underpricing of loans for Black borrowers, and

relative overpricing of loans for women.

In general, miscalibration is not unexpected in race- and gender-blind models, since it is

possible that groups exhibit differences in risk that remain even after adjusting for the

factors included in the model (16). And our finding that the lender’s risk model is mis-

calibrated for Black and women borrowers is consistent with past work that has observed

similar patterns with other blind estimates of borrower risk, such as credit scores (4) and

criminal risk assessments (39). One way to statistically correct this miscalibration is to

explicitly include race and gender in risk models. In Figure 6, we plot the calibration of our

race- and gender-aware model, and confirm that risk estimates align with observed rates of

default for all groups.

We would consequently expect use of an aware risk model to eliminate the observed gaps

in group profits, through changes in both loan approvals and pricing. To estimate changes

in approval rates, we first trained a model to predict whether an applicant’s first loan

application was approved by the lender using the applicant’s blind risk score. Specifically,

using data on applicants who applied for 3-year loans, we fit a logistic regression model of

the following form:

Pr(Approvali = 1) = logit−1(α+ βRB,i),

where Approvali is a binary variable that indicates whether the first application for applicant
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Figure 5: An empirical assessment of the calibration of the lender’s internal risk score. (Left)

Given a fixed APR, Black borrowers default at higher rates than White borrowers. (Right) Similarly,

given a fixed APR, women default at slightly lower rates than men. For each curve, we show the

95% confidence interval. Curves were smoothed using a generalized additive model using a logit link

function. These results suggest that the lender’s internal risk score exhibits miscalibration similar to

that which we observe in our own blind risk model, resulting in relatively favorable APRs for Black

borrowers relative to White borrowers, and slightly unfavorable APRs for women relative to men.
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i was approved, and RB,i is the blind risk score of applicant i with coefficient β. We then

used our fitted approval model to obtain predictions of an applicant’s probability of approval

using their blind risk score RB,i, as well as their aware risk score RA,i. Finally, using the

BISG predictions, we computed a weighted average of the difference between aware and

blind predicted approval probabilities to obtain expected changes in approval rates within

each group. In Figure 7, we show that under this aware model, approval rates would decrease

for Black borrowers (-3pp) and men (-0.5pp), and correspondingly increase for other racial

and ethnic groups (≈ +1pp) and women (+1.5pp).

To estimate changes in APR, we took a similar approach and trained a model to predict

the approved APR of the applicant’s first loan application as a function of their blind risk

score and the federal interest rate at the time of the application. Specifically, using data on

applicants approved for 3-year loans, we fit a log-linear regression model of the following

form:

log(APRi) = α+ βRB,i + γFi,

where APRi is the APR approved for applicant i, RB,i is the blind risk score of applicant i

with coefficient β, and Fi is the federal interest rate at the time of applicant i’s application

with coefficient γ. We then used our APR model to obtain predictions of an applicants

approved APR using their blind risk score RB,i, as well as their aware risk score RA,i.

Using the BISG predictions, we computed a weighted average of the difference between

aware and blind predicted APRs to obtain expected changes in APR within each group.

As shown in the right panel of Figure 7, average APRs would remain relatively unchanged

for White, Hispanic, Asian, and women borrowers, but would increase by 0.8 points for

Black borrowers and 0.3 points for men. We include these results for illustrative purposes

only, and note that the use of a race- or gender-aware underwriting model would be legally

impermissible under current fair lending law.

6 Strategic Shopping

Finally, in addition to risk aversion and model miscalibration, we consider a third possible

explanation for the gaps in profitability we see: strategic shopping. In particular, it may

be the case that men and Black borrowers are more sophisticated shoppers and only accept

loan offers that are relatively favorable. To test this theory, we make use of data on the

initial offers presented to applicants. We then estimate counterfactual group IRR’s in the

absence of any strategic shopping—that is, assuming applicants accept any loan they were

approved for. That is, applicants do not walk away from loans they have been approved for
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Figure 6: The calibration of reconstructed race- and gender-blind risk scores, where the line y = x

denotes the line of perfect calibration, shown by a dashed gray line. (Left and Middle) Aware risk

scores are calibrated for all racial and ethnic subgroups. (Right) Similarly, aware risk scores are

calibrated for both men and women. For each curve, we show the 95% confidence interval. Curves

were smoothed using a generalized additive model using a logit link function. These results suggest

that an aware risk score would correct the inaccuracies in loan pricing stemming from the use of a

blind risk score.
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Figure 7: The predicted consequences of switching to a race- and gender-aware risk model for

loan underwriting. (Left) When disaggregated by race and ethnicity, loan approval rates would be

expected to decrease for Black borrowers by more than 3pp, and increase by approximately 1pp for

White, Hispanic, and Asian borrowers. By gender, approval rates would be expected to decrease for

men by about 0.5pp and increase for women by approximately 1.5pp. (Right) Across racial and ethnic

groups, loan APRs would increase for Black borrowers, but remain relatively unchanged for White,

Hispanic, and Asian borrowers. By gender, APRs would increase for men, but remain constant for

women. We show the 68% confidence interval (thick bar) and the 95% confidence interval (thin bar)

for each estimate.
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or request and accept a counteroffer for a different loan amount or APR.

To determine the counterfactual group IRRs of this no-shopping scenario, we trained a

model to predict the IRR of individual loans using the applicant’s race-and gender-aware

risk score, the loan amount, and APR. We used aware risk scores to mitigate model miscali-

bration, as our goal was to estimate outcomes, not inform lending decisions. We trained this

model using data of funded borrowers for whom the loan amount they requested equaled

the loan amount that they ultimately received. Specifically, we fit a linear regression model

of the following form:

IRRi = αRA,i + γLoanAmounti + βAPRi

where IRRi is the realized annualized IRR of the loan made to applicant i, RA,i is the aware

risk score for applicant i with coefficient α, LoanAmounti is the amount of the loan made

to applicant i with coefficient γ, and APRi is the APR of the loan made to applicant i

with coefficient β. Then, using data on applicants approved for 3-year loans, we obtained

counterfactual IRR’s by applying our fitted model, assuming that each approved applicant

accepted the loan they initially requested. Finally, we then used the BISG predictions to

compute a weighted average of individual loan IRRs within each group.

Figure 8 compares these estimated counterfactual IRRs (triangular points)—absent any

shopping—to the real IRRs we observe for actually funded borrowers (circular points).

Note that the real IRRs shown in Figure 8 differ slightly from those in Figure 1 because

Figure 1 reports each group’s aggregate portfolio IRR, whereas Figure 8 reports a weighted

average of individual loan IRRs within each group (the second operationalization of our

test). We used this second approach to facilitate a more direct comparison between the

counterfactual and real group IRRs.

Figure 8 shows that the counterfactual IRRs mirror the real IRRs, with Black borrowers

generating significantly lower profits than other racial and ethnic groups, and men gener-

ating lower profits than women. We note that the counterfactual IRRs are estimated to

be lower than the real IRRs because, if every applicant were to accept their loan offer, the

lender would get a lower risk portfolio without losing the best borrowers to other lenders.

In reality, lower risk borrowers often walk away or shop for better terms, leaving the lender

with a riskier set of borrowers and higher overall profits associated with the added risk

they are taking on. Ultimately, the similar patterns between the counterfactual and real

group IRRs suggest that the profit gaps we observe are not explained by group differences

in shopping behavior.
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Figure 8: Counterfactual and realized internal rates of return (IRRs). Counterfactual IRRs are

estimated for loan applicants under the assumption that all approved applicants accept their first offer,

removing effects of strategic borrower shopping and loan selection. Realized IRRs are calculated from

the actual set of funded loans. Both sets of estimates are calculated by averaging IRRs of individual

loans. Similar to the realized IRRs, the counterfactual IRRs of loans to men and Black borrowers are

lower relative to other groups, suggesting that the profit gaps we observe are not solely attributable

to potential differences in shopping behavior across groups.
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7 Discussion

In our analysis of data on approximately 80,000 loans originated by a major U.S. fintech

platform, we found that loans to Black borrowers and men yielded lower profits than loans

made to White, Hispanic, Asian and women borrowers. Our evidence suggests that this

result is likely driven by miscalibration in the risk model used by the platform, which under-

estimates the default risk of Black borrowers and overestimates the default risk of women,

leading the platform to inaccurately price loans for these groups. In turn, conditional on

true riskiness, Black borrowers in our sample receive more favorable interest rates relative

to other racial and ethnic groups, and women in our sample receive less favorable interest

rates relative to men, on average.

Under fair lending statutes like the Equal Credit Opportunity Act of 1974, such risk-

independent disparities could constitute a form of impermissible disparate impact. As we

show, using a race- and gender-aware underwriting model could remove the gap, although

doing so would constitute a form of legally impermissible race- and gender-based decision

making, or disparate treatment (36). This tension echoes recent legal scholarship calling for

regulatory frameworks better tailored to the oversight of algorithmic pricing systems used

in credit markets (25; 26).

Our IRR-based test of discrimination is a practical and straightforward regulatory ap-

proach for monitoring lenders that employ algorithmic underwriting. This test aligns with

recent work in the algorithmic fairness literature advocating for a shift towards outcome-

based approaches to evaluating the fairness of algorithms (13; 25). It also addresses the

well-known limitations of adverse impact ratios, the problem of omitted-variable bias in

benchmark tests of discrimination (3), and the problem of inframarginality in tests based

on default rates (38). Its simplicity—requiring only applicant demographics and loan cash

flow vectors—also means that it can be easily generalized to other credit markets and serve

as a useful first indicator of whether additional regulatory scrutiny is warranted.

While we believe our profit-based approach is broadly useful, it is subject to several im-

portant limitations. First, our test cannot detect all forms of potential discrimination.

For example, a lender might hypothetically refuse to lend to a random subset of minority

applicants, but then offer non-discriminatory loan terms to those who are ultimately of-

fered loans. Such discriminatory behavior would not be detected by a comparison of profits

across groups. Second, current legislation prohibits lenders from collecting protected char-

acteristics of non-mortgage applicants, and so similar analyses would need to use imputed

demographics, as we do here (42). It is worth noting, however, that there is precedent for
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using BISG estimates by regulators, such as the Consumer Financial Protection Bureau and

the Department of Justice (1; 14; 15). Finally, our analysis focused on comparing profits

across individual racial and ethnic and gender groups, but recent work has suggested that

the intersection of race and gender is an important dimension to consider when evaluating

lending disparities across groups (27).

Our analysis focused on personal loans originated by a single U.S. fintech lender, but the

findings likely generalize to other lenders and credit markets. For example, recent work

uncovered similar miscalibration in consumer credit scores for Black borrowers (4) and other

work observed underestimation of delinquency risk in business credit scores for minority

business owners (37). Other recent work scrutinizing the calibration of consumer credit

scores across gender in the subprime borrowing context similarly found that the default risk

for women is overestimated (33). This pattern suggests that, in credit markets where these

credit scores are used, other profit-based outcome tests could reveal analogous disparities

to those we uncover in our analysis. Nevertheless, the magnitude and direction of profit

disparities may vary across borrower populations and credit products, and replication of

our analyses in different credit contexts would be a valuable next step in assessing the

prevalence of the patterns we observe.

Our work illustrates that even facially neutral algorithms can create consequential racial

and gender disparities, and underscores the importance of predictive accuracy in the pursuit

of equitable lending (12). By developing and applying a profit-based test for discrimination,

we hope to assist researchers and policymakers in the study, regulation, and remediation of

lending discrimination.
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Appendix

BISG Robustness Check

In line with recommendations from the Consumer Financial Protection Bureau, our main

results were obtained by using the BISG probability estimates as weights throughout our

analyses (14). However, more recent work has recommended using inferred labels on race

and gender status by taking the argmax of BISG probability estimates (43). As a robustness

check on our results, we regenerated our main results using this approach. Concretely,

R ∈ {Asian,Black,Hispanic,White} was assigned for each individual as

R = argmax
R

p̂R

and G ∈ {Woman,Man} was assigned for each individual as

G = argmax
G

p̂G

where p̂R and p̂G denote the estimated probability distributions of membership in race and

gender groups, respectively.

In Figures A1, A2, A3, and A4 we offer versions of Figures 1, 3, 4, and 8 generated using

the above approach.
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Figure A1: Robustness check of Figure 1 using the argmax of BISG estimates to obtain race and

gender labels, as opposed to using the BISG estimates as weights. The group IRR estimates produced

under the argmax method are qualitatively similar to those shown in Figure 1 in the main text.
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Figure A2: Robustness check of Figure 3 using the argmax of BISG estimates to obtain race and

gender labels, as opposed to using the BISG estimates as weights. Both sets of results produced under

the argmax method are qualitatively similar to those shown in Figure 3 in the main text.
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Figure A3: Robustness check of Figure 4 using the argmax of BISG estimates to obtain race

and gender labels, as opposed to using the BISG estimates as weights. The group calibration results

produced under the argmax method are qualitatively similar to those shown in Figure 4 in the main

text.
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Figure A4: Robustness check of Figure 8 using the argmax of BISG estimates to obtain race and

gender labels, as opposed to using the BISG estimates as weights. These results produced under the

argmax method are qualitatively similar to those shown in Figure 8 in the main text.



27

Race and ethnicity

Asian

Hispanic

Black

White

Gender

10% 11% 12% 13% 14%

Women

Men

Default rate

Figure A5: Rates of loan default computed across race and gender groups. Black and male

borrowers tend to be higher risk groups, as exhibited by their relatively higher rates of default. We

show the 68% confidence interval (thick bar) and the 95% confidence interval (thin bar) of the default

rate estimates. These estimates were computed using the set of funded borrowers.
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Figure A6: An empirical assessment of the relationship between target returns and default risk.

Curves were generated by computing the average target return and default rate within each group

deciles of target return. The shaded area shows the 95% confidence interval of our estimates. Across

groups, target default risk exhibits a strong, positive correlation with target returns. These results

were computed using the set of funded borrowers.
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Figure A7: Volatility of loan IRRs computed across race and gender groups. Black and male

borrowers tend to be higher risk groups, as exhibited by their higher volatility of returns. We show

the 68% confidence interval (thick bar) and the 95% confidence interval (thin bar) of the volatility

estimates. These estimates were computed using the set of funded borrowers.


